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Excerpted from our group’s Slack channel, with Victor’s consent. 

🤔 What do they mean?

🤔 Why are they written in this way?
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New Problem: Emoji Composition

In this paper, we address:  

• Dataset; 

• Structure; 

• Meaning;
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ELCo Dataset Creation
Annotation

• HeiPLAS dataset: We choose 209 
AN compounds encompassing 
45 adjectives and 77 attributes.  

• 40 university students (IRB 
approved). 

• 1,655 responses received. 

Annotation workflow: ELCo’s annotation process consists of 
three steps: (1) select the attribute of the phrase, (2) execute the 
annotation, and (3) rate the output from a rule-based system, 
Emojinating.
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https://www.semanticscholar.org/paper/Distributional-Semantic-Models-of-Attribute-Meaning-Hartung/fe90653bdebfc729e1f926eb9d2d9d2f31042cc1


ELCo Dataset Creation
Validation

Compared with Emojinating: 

• ELCo’s lengths? 

• Is ELCo being literal? 

• Is ELCo more metaphorical?
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Corpus study: Structures for Emoji Composition
Inspired by Cohn’s emoji grammar, 
following structures are identified: 

• Direct: Translate; 

• Metaphorical: Embody; 

• Semantic list: Imply; 

• Reduplication: Intensify; 

• Single: Essence. 

Corpus Study: Number of compositional structures identified in 
our corpus study (1,655 samples in total).

Example for compositional structures. 
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Corpus study: Structures for Emoji Composition
Jaccard Similarity: 

• k = -0.123.

More diverse.

Abstract Diverse

Conjectured Proved

Metaphorical
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Emoji-based Textual Entailment (EmoTE) Task
Formalization

Determines if a sequence of emojis EM (em1 em2 … emn) implies a English 
phrase EN (en1 en2 … enn). Formally: 

• Premise: P em1 em2 … emn 

• Hypothesis: P en1 en2 … enn
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Emoji-based Textual Entailment (EmoTE) Task
Setup

• Dataset split: Roughly 70:15:15 for training, validation, and testing.  

• Sampling:  

• Noun flipping by Shwartz and Dagan (2019): AN -> AN’ -> EM’ 

• (AN, EM) and (AN, EM’) 

• Models: BERT, RoBERTa, BART, ChatGPT-3.5.
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Emoji-based Textual Entailment (EmoTE) Task
Overall performance

• Finding 1: Comparing with 
traditional NLI? 

• Finding 2: Does fine-tuning help?
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Emoji-based Textual Entailment (EmoTE) Task
Fine-grained analysis

• What’s challenging?
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Emoji-based Textual Entailment (EmoTE) Task
Scaling

• Can models converge? 

• What models converge faster?
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Emoji-based Textual Entailment (EmoTE) Task
Case study

Visual information of emoji.  
Commonsense knowledge. 
Distant from EN phrase’s meaning. 
Distant from EN phrase’s meaning. 
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Emoji-based Textual Entailment (EmoTE) Task
ChatGPT

Overall Performance comparison of ChatGPT Fine-grained Performance comparison of ChatGPT

• Is ChatGPT competitive? 

• What is ChatGPT good at?
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Conclusion

ELCo dataset is comprised of 1,655 
annotations of 209 EN phrases 45 
adjectives and 77 attributes. 

Corpus study reveals five structures 
to compose emoji compositions, 
and we show metaphorical 
structures use more diverse emojis.

EmoTE is challenging for all models, 
but fine-tuning on ELCo helps to 
learn useful emoji composition skills. 
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