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Arg1: When I want to buy, they run from you - 
they keep changing their prices. 
Arg2: It’s very frustrating. 

Discourse relation: Contingency. Cause.Result

Salient signal.

What to ask: In-context learning to annotate salient signals.

A1&A2 A1&IC
L

A2&ICL

Agreements 85.2% 85.2% 83.7%

Cohen’s κ 38.5% 48.8% 44.9%

Success Rate / 95.8% 93.8%

Targeted question: 
Is A the result of  B?

Counterfactual question: 
Is A contrasted with B? 
Is A the example with B? 
Is A an alternative of B? 
… 

Converse question: 
(Given you answered A is the 
result of B.)  Is B the reason of 
A?

Discourse relation (R) Event relation (r) Q 
Type

# of Q

Comparison.Concession deny or contradict with Bi- 1,764

Comparison.Contrast contrast with Bi- 876

Contingency.Reason reason of Uni- 3,264

Contingency.Result result of Uni- 2,796

Expansion.Conjunction contribute to the same 
situation

Bi- 4,596

Expansion.Equivalence equivalent to Bi- 420

Expansion.Instantiation example of Uni- 2,352

Expansion.Level-of-detail provide more detail about Uni- 3,888

Expansion.Substitution alternative to Uni- 216

Temporal.Asynchronous happen before/after Uni- 1,368

Temporal.Synchronous happen at the same time as Bi- 840

Total 22,380

Question statistics for PDTB dataset. 
How to ask: DiSQ is composed of (1) targeted questions, (2) counterfactual questions 
and (3) converse questions. DiSQ Scores is a multiplication of the three aspects. 
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Evaluated models: (1) Closed-source models: GPT-4 / GPT-3.5. (2) 
Open-source models: LLaMA family; Vicuna model; Wizard family. 

Evaluation setup: PDTB and TED-MDB dataset. Zero-shot QA.

Overall performance (RQ1): (1) Gap between Close- and Open source 
models; (2) Benefits from further fine-tuning; (3) Consistency between 
the two datasets. 

RQ2: DiSQ Scores are consistent.

RQ3: Minority classes are still challenging. 

RQ4: Linguistic Features: Benefits from discourse 
connectives, discourse context, and historical QAs. 

Want to know how well LLMs understand discourse relations? We propose an end-to-end 
automatic scoring framework for discourse relations, leveraging LLMs in a Socratic style.

Socrates 🇬🇷  
470 – 399 BC


