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What is discourse semantics?
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Lexical Semantics 

Ontology

Discourse Semantics 

Treebanks
Larger nested units; 

Depend on context.

Relationships between words and phrases; 

Non-contextual. 
Image credit1, credit2.

https://conceptnet.io
https://web.stanford.edu/~jurafsky/slp3/23.pdf


The big question — Do LLMs understand discourse?
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Objective 1: Next word prediction

Image credit1, credit2

Objective 2:  

Reinforcement 
learning from 
human feedback 
(RLHF). Discourse understanding

❓

https://av-eks-lekhak.s3.amazonaws.com/media/__sized__/article_images/Screenshot_from_2023-07-14_10-54-14-thumbnail_webp-600x300.webp
https://proceedings.neurips.cc/paper_files/paper/2022/hash/b1efde53be364a73914f58805a001731-Abstract-Conference.html


Existing evaluations

• Classification task on a hierarchical taxonomy 

• Existing Metrics: Acc / F1.  

• Acc / F1 are not suitable for the evaluation for LLMs: 

• Prompts carry randomness.  

• Only one-off predictions. Cannot measure the 
faithfulness of the prediction. 
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F1 and Accuracy scores are reported in 
most papers.  

Source: ChatGPT Evaluation on Sentence 
Level Relations: A Focus on Temporal, 
Causal, and Discourse Relations @EACL ‘24

https://aclanthology.org/2024.findings-eacl.47/
https://aclanthology.org/2024.findings-eacl.47/
https://aclanthology.org/2024.findings-eacl.47/
https://aclanthology.org/2024.findings-eacl.47/
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⚙DiSQ🤖 Faithfulness 

Score



Socratic Questioning
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Socratic method is to ask a series of questions to challenge thoughts, clarify ideas and deepen understandings. 

I think it’s a Contingency discourse.

Why?

There is a cause-result event pair.

Can we comprehend them as other 
relations?

…



Discursive Socratic Questioning (DiSQ)
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DiSQ is composed of three scores to evaluate models’ faithfulness. 



Discursive Socratic Questioning (DiSQ)
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DiSQ is composed of three scores to evaluate models’ faithfulness. 



Discursive Socratic Questioning (DiSQ)
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DiSQ is composed of three scores to evaluate models’ faithfulness. 



Discursive Socratic Questioning (DiSQ)

In this paper, we address: 

• What to ask? 

• How to ask? 

• How well do models answer?
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Annotate Salient Signal
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Event pair as the 
salient signal.

In-context learning 
(ICL) for annotation. 



Annotation Outcome
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A1&A2 A1&ICL A2&ICL

Agreements 85.2% 85.2% 83.7%

Cohen’s κ 38.5% 48.8% 44.9%

Success Rate / 95.8% 93.8%

Discourse relation (R) Event relation (r) Q Type # of Q

Comparison.Concession deny or contradict with Bi- 1,764

Comparison.Contrast contrast with Bi- 876

Contingency.Reason reason of Uni- 3,264

Contingency.Result result of Uni- 2,796

Expansion.Conjunction contribute to the same 
situation

Bi- 4,596

Expansion.Equivalence equivalent to Bi- 420

Expansion.Instantiation example of Uni- 2,352

Expansion.Level-of-detail provide more detail about Uni- 3,888

Expansion.Substitution alternative to Uni- 216

Temporal.Asynchronous happen before/after Uni- 1,368

Temporal.Synchronous happen at the same time as Bi- 840

Total 22,380

Question statistics for 
PDTB dataset.

Human verification of 
our annotation. 



Discursive Socratic Questioning for Evaluation
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Discursive Socratic Questioning for Evaluation
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Is A contrasted with B? Is B contrasted with A?

Bi-directional



Discursive Socratic Questioning for Evaluation
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Is A contrasted with B? Is B contrasted with A?

Is A the reason of B? Is B the result of A?

Bi-directional

Uni-directional



Discursive Socratic Questioning for Evaluation
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Discourse relation: Contingency 
Targeted question: 
Is A the result of B?

Counterfactual question: 
Is A contrasted with B? 
Is A the example with B? 
Is A an alternative of B? 
… 



Discursive Socratic Questioning for Evaluation
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Discourse relation: Contingency 
Targeted question: 
Is A the result of B?

Counterfactual question: 
Is A contrasted with B? 
Is A the example with B? 
Is A an alternative of B? 
… 

Converse question: 
(Given you answered A is the result 
of B.)  Is B the reason of A?



Discursive Socratic Questioning for Evaluation
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Discourse relation: Contingency 
Targeted question: 
Is A the result of B?

Counterfactual question: 
Is A contrasted with B? 
Is A the example with B? 
Is A an alternative of B? 
… 

Converse question: 
(Given you answered A is the result 
of B.)  Is B the reason of A?

DiSQ Score is the multiplication of the three scores because we 
believe they are equally important (0.6, 0.6, 0.6) is better than 
(0.9, 0.9, 0). 



Experiment setup
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• Datasets: PDTB (WSJ News) and TED-MDB corpus (also in PDTB discourse style). TED has 448 
instances and 8,378 questions, about half the size of PDTB. 

• 🚪🔒 Closed-source models: GPT-3.5 / GPT-4.  

• 🚪🔓 Open-source models: LLaMA-2 (with or without chat fine-tuning). Vicuna (further fine-tuned a 
LLaMA based on user interaction). WizardLM (complex instruction).  

• Zero-shot evaluation: To mitigate the randomness from few-shot example selection, we adopt a zero-
shot approach. We experiment with 4 different templates and select the best, to marginalize the 
impact of the templates. 



Overall Performance
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Consistency of DiSQ Scores
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DiSQ Scores under 
different datasets.

DiSQ Scores under 
different paraphrasing.



Impact of Discourse Relations on DiSQ Scores
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Minority classes are still challenging for LLMs.



Evaluation
RQ4: Impact of Linguistic Features 
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“so”

Previous context

Subsequent context



Evaluation
RQ4: Impact of Linguistic Features 
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LLaMA model might overfit to verbatim keywords. 



See You at Poster Session 6  
10:30 – 12:00 Wednesday

25

💿💻👉



Conclusion
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DiSQ is a new formalization using 
QA to evaluate models’ faithfulness 
in understanding discourse. 

We employ in-context learning as semi-automatic annotation for salient 
discourse signals. 

We find open-source models are behind closed-source ones, but we recommend 
linguistic features to exploit. Variations of DiSQ Scores show consistency. 
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Supplementary Slides
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Evaluation
RQ4: Impact of Linguistic Features 
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Models’ consistency score with the help of 
previous QA history.  

• Wizard code is nearly perfect.  

• LLaMA2-13B-Chat has lower 
performance. 

LLaMA2’s consistency scores per question.  

Conjecture: LLaMA2 model can only pay attention to 
verbatim keywords, and cannot do the real 
reasoning given previous QA. 



Evaluation
RQ3: Impact of Discourse Relations on DiSQ Scores
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Findings: There are task difficulty asymmetries in converse relations. 

Arg1 is the detail. Arg2 is the detail.


