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Discursive circuits are discovered by edge attribution patching with CuDR data. 

Evaluated metric:  Logit difference 

Overall performance (RQ1): (1) Discursive circuits are sparse. 
Faithfulness is recovered with around 200 edges (<0.2% of the full 
model). (2) L1~L3 circuits outperform baselines significantly. 

Want to mechanistically interpret how LMs understand discourse relations? We propose a 
new CuDR task to discover sparse computation graphs for discourse relations.
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connections with significant causal influence.
To support this task, we construct a dataset

spanning major discourse frameworks, includ-
ing Penn Discourse Treebank (PDTB; Webber
et al.,2019), Rhetorical Structure Theory (RST;
Mann and Thompson,1987), and Segmented Dis-
course Representation Theory (SDRT; Asher and
Lascarides,2003). Each instance contains an origi-
nal annotation from the source corpus, along with
a set of counterfactual connectives and their alter-
native completions. The three frameworks have 10
to 17 distinct discourse relations each, and together
contribute a total of 27,754 instances.

Using our datasets, we discover discursive cir-
cuits in the GPT-2 medium model. For most dis-
course relations, the identified circuits achieve
around 90% faithfulness while involving only 0.2%
of model connections. We show that circuits de-
rived from PDTB generalize well to unseen dis-
course frameworks such as RST and SDRT, sug-
gesting that language models may encode a shared
representation of discourse relations. We also
construct a novel circuit hierarchy adapted from
PDTB’s three-level taxonomy. To our knowledge,
this is the first discourse hierarchy grounded in neu-
ral circuit components. Together, our circuits and
hierarchy provide a new form of discourse repre-
sentation, enabling direct cross-framework compar-
ison and fine-grained decomposition into linguistic
features. We discover similar utilities across differ-
ent frameworks (e.g., coreference is prominent in
all Expansion-like relations) 1.

2 Circuit Discovery with CUDR

We propose a generic workflow to dissect a lan-
guage model’s discourse understanding via circuit
discovery, which is compatible with any discourse
framework. We introduce the Completion under
Discourse Relation task (CUDR, pronounced “koo-
der”), where Arg1 remains fixed, while the connec-
tive is swapped (Conn → Conn→), requiring the
model to shift its prediction from Arg2 to Arg→2.

2.1 Completion under Discourse Relation
CUDR creates a controlled environment to test
a model’s discursive behavior. By simply alter-
ing the discourse connective (from original (ori)
to counterfactual (CF); Table 1), the model’s con-
tinuation shifts sharply in response. For example,

1The software and data are publicly available at: https:
//github.com/YisongMiao/Discursive-Circuits.

Input:
dori = (Arg1, Arg2, R, Conn)
dcf = (Arg1, Arg→2, R

→, Conn→)

CUDR Task (Original):
Please finish the discourse by choosing one of

the two options: Arg2 or Arg→2
To complete: Arg1, Conn
Correct answer: Arg2, Incorrect answer: Arg→2
Example: Please finish the discourse by

choosing one of the two options: “he goes to the
canteen” or “the canteen is closed”
To complete: [Bob is hungry]Arg1 [so]Conn → [he goes
to the canteen]Arg2

CUDR Task (Counterfactual):
Please finish the discourse by choosing one of

the two options: Arg2 or Arg→2
To complete: Arg1, Conn→

Correct answer: Arg→2, Incorrect answer: Arg2
Example: Please finish the discourse by

choosing one of the two options: “he goes to the
canteen” or “the canteen is closed”
To complete: [Bob is hungry]Arg1 [but]Conn→ → [the
canteen is closed]Arg→2

Table 1: Formalization of the CUDR task: the model
must complete the discourse by either Arg2 or the coun-
terfactual Arg→2, based on which best fits as a continua-
tion of Arg1 following Conn or Conn→ (best in color).

in the original discourse, a Contingency relation is
expressed with the connective “so”, leading to a
completion that “he goes to the canteen”. However,
when the discourse relation is shifted to a coun-
terfactual Comparison relation (signaled by “but”),
the model should sharply change its prediction to
an argument that negates the expectation of eat-
ing (i.e., “the canteen is closed”). Note that while
circuit discovery has been applied under various
settings (Zhang and Nanda, 2024), we adopt such
a setup to steer the model, because it captures the
dynamic nature of discourse understanding.

Concretely, the original discourse consists of two
arguments, Arg1 and Arg2, linked by a discourse
relation R and connective Conn, formally denoted
as dori = (Arg1, Arg2, R, Conn). The counter-
factual instance, dcf = (Arg1, Arg→2, R

→, Conn→),
preserves Arg1 but substitutes the continuation and
relation (R→ ↑= R), forming a minimal contrastive
pair required by activation patching.

2.2 Circuit Discovery

Activation Patching. Transformer circuits are
computational graphs that model the information
flow from an input token, through residual flow
among intermediate nodes (i.e., MLP layers and
attention heads) to the output probability of the next
token. To identify influential connections inside
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closed 

he goes to the 
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Accelerate by Taylor approximation

Estimates the causal effect of any edge.

Discursive circuits generate a new 
hierarchy of discourse using model’s 
internal representations. 

Normalized faithfulness score (to the full model)
Datasets:  PDTB, GDTB, RST, SDRT (GPT-4o-mini was used to 
generate counterfactual CuDR data). 

PDTB ->GDTB

PDTB ->RST

PDTB ->SDRTFaithfulness ∝ Overlap

Overlap ⊭ Faithfulness

Generalization (RQ2): Discursive circuits show strong 
generalization across inter- and intra-discourse frameworks.
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PDTB GDTB RST SDRT

Composition of linguistic features (RQ3): Discursive circuits 
exhibit consistent utilization of linguistic features.

(1) antonyms, (2) synonyms; (3) negation; (4) modality; (5) coreference. 


